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THE IMPACT OF SOCIETAL BIASES ON RESEARCH METHODS

ABSTRACT

-®

As menbers of society, researchers have been affected in both their lives
ard their work by the racism and sexism that is part of American society. The
effects of these blases can be seen in the various elements o® -“search methods,
including the selection of topics, design, sampling, measurement. and the gener—
ation of conclusions. The purpose of this paper is to present ‘.oth some of the
ways that blas can affect the elements of research and some of the results that
can occur from biased research. .t

Begimning with a discussion on the role of obJectivity in science, the
paper continues with a summary of how research has, in the past 150 years, been
used to preserve the status quo in respect to sex and race equity. Relying
heavily on examples, the ways that science has been used, historically, to jus-
tify sex and race prejudice and discrimination, are examined and analyzed.

Examined, too, are the.ways that bias is currently affecting research. In
the area of topic selection, potential sources of bias such as funding sources
ard publishing patterns are covered as are some of the effects of bias includ-
ing the existence of holes in research knowledge. A discussion of the sources
and effects of bias in design is also given. For example, how the knowledge of
appropriate literature, the selection of indeperdent variables, and the control
of sources of invalidit; can be sources of bias are covered. The effects of
these sources in terms of incomplete testing for race and/or sex similarities
and differences, use of biased independent variables, and incomplete blocking
or control of confourding variables are all discussed, as are the results of this

bias.

A similar pattern is used to discuss bias ard sampling, covering the sources
of blas (composition and selections of samples), the effects of bias (single sex
or race samples, organizations, and the use of different race or sex samples for
different content areas) and the results of that bias. The section on bias and
measurement investigates the effect of bias on a variety of different measures
Including observations, aptitude and achievement tests, vocational tests, and
affective tests. The section on bias and the generation of conclusions examines
the way that bilas can encourage overgeneralization, incorrect_attributions of
causality, and conclusions based on expectations rather than on data.

Following the discussions of the negaiive effects of bias in research methods s
guldelines for reducing these effects are presented. The final section of the
paper is a summary of the major points covered earlier and a discussion of future
directions for the development of new methodologles to overcame and study bias in

research.
-1 -
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%. INTRODUCTION
In the past twenty-five years, there have been major efforts to fight
prejudice and discrimination in American soclety. Whille these efforts have
‘met, in large part, with success, equity for all members of soclety is still
a goal for the future. Much of soclety i1s still bilased and those biases

"affect the members of society in their lives and in their work.

The blases to which we have been exposed throughout our daily lives are
also a part of our tradition as researchers. The purpose of this paper is to
discuss the ways that these societal biases have affected social sclence re-
search in the past and contirue to affect it in terms of such seemingly objec-
tive activities as topic selection, sampling, measxreméﬁt, desl 1, and the
generation of conclusions. |

For this paper, blas is defined as a particular tendency or inclination,
especially one that prevents reasonable, knowledgeable, thoughtful consideration
of a quesfion (Harmon, 19"75). There are a number of biases which contimue in
our soclety Including bias based on sex, race, age, and handicapping condition.
This paper focuses on the effects of race and sex biac on research methods.
These two areas were selected because, more than other areas of bias, enough
work has been on these areas to begin an analysis of their effects on research
methods. It is hoped that in the future other areas of bias will be examined
as well.

Since bias prevents reasonable consideration of a cuestion, one who 1is
affected by race or sex bias 7117 have difficulty dealing "'objectively" with
questions covering race and sex. Since objectivity is at the base of the
sclentific method and empirical research, it would appear that conceptually
the presence of blas renders true research impossible.
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Researchers are well aware of the negative effects that some sources of
error can have on the quality of research and have made great efforts to control
for them. |

Iists of potential sources of error such as maturation, statistical regres-
sion, differential subject mortality, and pretest effect and their relation to

-research are found in basic research textbooks and in the lecture notes of most
research professors. Students are warned of potential problems ard designs are
created and used to minimize those problems. Yet in spite of thls great concern
for some sources of error, little attention is paid to the effects of societal
biases, particularly sexism and racism, on research. At best the work of people
1like Rosenthal on the "self-fhlfillim; prophesy” and the effect of "what the re-
searcher expects to see" on shaping the data is mentioned, but not in detail
(Issac, 1975).

Perhaps this lack of attention occurs because the res_earcher, the follower
of the scientific method, *fs presumed to be "objective", umoved by bias. Bias
is frequently seen as some.hing that can affect the subjects of soclal science,
but not the author. This is unfortunate because, as Thomas and Sillen have con-
cluded, researchers are not immune to the "diseasc and superstition of American
racism" (1972). Too, as Gideonse‘ has 'sﬁggested, if a society is sexist, then so
perhaps is its sclence (1977) and its scientists. The myth of the objective re-
searcher 1s one which most of us belleve; yet it is a myth.

Writers in the philosophy of science have long comented on the difficulty
of attaining scientific objectivity. As Nage (1961) wrote, "It is not easy in
most areas of inquiry to prevent our likes, aversions, hopes, and fears fion
coloring cur conclusicns." Russell's (1959) cament is even stronger. "As soor
as any strosg passion intervenes to warp the experts' judgment, he (sic) becames
unreliable, wr .cver sclentific equipment he (sic) mav possess.”

There is sone ampirical data to surport the opinions of philosophers about

the difficulties of attaining objectivity. Sherwsod and Natarmsky (1968) found
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that scientists' conclusions as to the relative importance of heredity and
enviroment in determining race differences in intelligence could be predicted
reascnably well fram biographical characteristics of the investigator such as the

- pesearcher's age when the research was published, family backgrourd, and edu-
cation.

- Even the most respected researchers ‘have' had blind spots related to racism
ard sexism. Former head of psycr;logv at éoltmbia University, H.E. Garrett was
convinced that the "scientific community had been blinded to the truth (of racial
intellectual inferiority) by the duplicity of Franz Boas, Communists, Jews, ard
Sentirentalists" (1961). In the 19th and early 20th century, a whole genre of
literature, written by the top sclentists of the era, wds devoted to treatises
on feminine inferiority. The conclusions of these treatises were upheld more
by the weight o an eminent name and a sweeping reference to the zoologlcal world
than by anything approaching what scientists generally considered evidence (Toloin,

1972).
The myth of the objective researcher is one which keeps us fraom an awareness

of the role that che researcher's own attitude can play in research. Other myths
have also contributed to this lack of awareness, such as the myth that scientists
and the public are open tc new finiings. while one would like to believe tlds,
examples of the tenzcity with which people maintain their beliefs mist cause it
to be questioned.

McDonald (1S77) found, for example, that because people select from research
only those parts which fit their preconceived notions, little that is new is
accepted and frequently all that happens is that already established notlons are
supported. Once people have made a decision or accepted a judgment, it is dif-
ficult to get them to change. In a study of student behavior, half of the subjects

in a class were told that a new instructor was a "warm person" while the other

half were told that the instructor was "cold". Even though all the subjects saw




the same instructor in the same setting, the ones who expected the instructor

to be cold described the person as "cold", while the ones expecting the instructor

to be warm rated the person as "warm". These results contimued even when the sub-

- Jects were told that the initial information they were given was arbitrary (LaBrecque,

1980).

Most soclal science, like most people, remains wedded to the status quo.

Since much of the task of the social sciences it to deseribe reality, the proba-

bility of describing new realities is very low (Argyris, 1975). Yet, as Parlee

(1975) has commented, the very fact that the data of a social science consistently

confirm everyday beliefs ard practices ought to prompt a eritical look at the

methods and procedures which produced these "facts". ,
For example, for over fifty years the theory that there were two kinds of

female orgasms, vaginal and clitoral, was accepted by researchers and clinicians.

Only fifteen years ago did Masters and Johnson (1966) prove that the theory was

wrong. One wonders how arrincorrect theory which could have teen tested, was

perpetuated for so long. How strong the pull toward the established, the status

quo, must have been for psychiatrists not to have learned from their patients

that there was no "double orgasm" (Weisstein, 1969).

The third myth in the trilogy is that research is value free. Values do

noweve.:, play an important role in research. Gldeonse (1977) has done an excellent

ana.ysis of the role of values in research. He explalned that social science can-

not be separated from the confounding effects of human values, time, and the

phenomena of human consclousness. He then goes on to explain that:

1.

2.

Everything in social science research is susceptible
to one's value premises.

The social scientist is always conceptually inside the
system or phenomena being studied.

Every social sclentist must adopt some vantage point
for analysis, be it their own values or those of soclety.




Much of the basis of the objectivity of research 1s founded on the assumptions
of 1) an objective researcher, 2) the openess of researchers and the general
public, and 3) the value-free mtﬁe of science. Yet, as indicated earlier, these

-assumptions are myths. A purely objective social science 1s, as Nage (1961) in-
forms us, a vain hope. Knowledge is soclally distributed; what one takes for
-reality i1s determined by his/he. place in the social structure (Long Laws, 1978).

The myths of research have l'égitimtized sclence's role in strengthening ard
preserving the status quo, particularly in terms of racism and sexism. As ssction
II will indicate, sclence has traditionally been used as a buttress of racism and
sexism. Succeeding sections will focus on specific ways that sex and race bias
have influerced research methods including topic selection, design and data analysis,
sampling, measurement, and the generation of conclusions. Also included will be

guidelines to minimize Lixe effects of these biases.

II. HISTORICAL USE OF RESEARCH TO STRENGTHEN AND PRESERVE THE STATUS QUO

In the 19tn century, gcience was seen by many as "a liberating force against
injustice and domination" (Ehrerreich & English, 1979). The evils of humanity
were to be banished by science ard as a leading engineer of the time explained,
"tr~ golden rule will be put into pract‘ice through the slide rule of the engineer".
The creed for America was scilence ard its high priests were sclentific men.
Scientists were, by definition, totally objective and above speclal Interests of
any kind (Eremnreich & English, 1979).

Yot is spite of the claims of objectivity and justice, an analysis of the
work of scientific men (in reality scientific white men, for few white women
and almost no minority men or women entered the halls of science) showed how
well science and the results of sclentific studies buttressed the prevalling
sexism ard raclsm of the era.

Up to the middle of the 20th century, sclentists repeatedly "proved" the
intellectual inferiority of wamen and minority men. In 1840, Morton measured

b
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a smll number of crania and proclaimed that since Blacks had less "gray
matter", they were less intelligent than Whites (Stanton, 1960). George Romanes
in 1892 tested and found that wareﬁ's brains were lighter than men's. He

.then concluded that women ard men could not be treated equally until their

brain weights were the same. Brain weights, head sizes, and facial proportions
were all used by scientists to "prove" the assumption that Anglo-Saxons were
highest on the evolutionary ladder, followed by Northern Europeans, Slavs, Jews,
and Itallans, with Blacks trailing far behird (Ehrenreich & English, 1979;
Thamas & Sillen, 1972). This, of coursc, pertained only to males; the Anglo-
Saxon female was consldered to be at the level of the Black male and few bothered
to categorize women of other groups. "

Based on this research, a leading European professor of naturali history,
Carl Vogt, concluded in the 1860's that..."the grown-up Negro (male) partakes,
as regards his intellectual facilities, of the nature of the child, the female,
and the senile white" (Halder & Haller, 1974).

lLater in the 20th century, intelligence tests began to replace the measure-
ment techniques of the matural scientist; however, the conclusions remained the
same. In 1916, Terman concluded that after extensive testing using his revision
of the Binet-Simon intelligence test, that a low level of intelligence was "very,
very common among Spanish-Indian and Mexican families of the Southwest and also
among Negroes. Their dullness seems to be racial" (Terman, 1916). Ignoring
Binet and Simon's conclusions regarding the effects of envirorment and educa-
tional opportunity on test scores and their assumption that the children tested
and campared should come from closely similar envirorments, Terman asserted that
based on their test scores, children of such Mexican, Spanish-Indian, and Negro
parents "are uneducable beyond the merest rudiments of tralning. No amount of
school instruction will ever make them intelligent voters or capable citizens
in the true sense of the word. Judged psychologically, they carmmot be considered
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nornal™ (Terman, 1916). These "scientific conclusions" came not frcm the Klu
Klux Klan, but rather from a well-respected psychologist and educator whose
wark on gifted children is still in use today.

| Racial inferiority was "proven" using other techniques as well. In the
1840 census, data was generated to show that free Blacks were more prone to in-

__ Sanity than were those Blacks in slavery. Data from the census showed that the

rate of "insanity and idiocy" among Blacks was eleven times higher in the North
than in the South. This data was used by advocates of slavery as scientific
confirmation of the natural inferiority of Blacks and the need for slavery to
protect Blacks. Thanks to the work of Dr. Edward Jarvi.s, it was soon discovered
that the data were false. Towns with no Black populatden were reported as having
rumbers of insane Black residents ard, in the case of Worchester, Massachusetts,
all the White patients of the local state hospital were described as Black. In
spite of the lmaccuracies of the data, they remained in the goverrment books and
for decades were used to Show that Blacks were relatively free of mental illness
in the slavery days (Stanton, 1960).

Incidents of purely fictitious data are rare, although after the discovery
that the data of Dr. Cyril Burt on the inheritability of intelligence, were also
imegirary, some researchers fear that the incidents may be less rare than one
would like to think. It is probably safe to say, however, that most scientific
conclusions are not based on deliberately falsified data, although }they may be
based on data which is not empirically verifiable. As Allport suggested in 1961,
"it 1s easy to invent instincts according to one's own needs". Instinets abound

in selentific treatises about Blacks. In an article for the Psychoamalytical
Review, Evarts (191%) reported, based apparently on Theodore Roosevelt's account
of an African safari, that Blacks in spite of being bereft of a moral sense do
have a great "compensating gift...they all sing". A 1921 article by Bevis in
the first volume of the American Journal of Psychiatry also allowed Blacks a

compensating gift, mimicry. The article, "Psychological Traits of the Southern



Negro with Observations as to Some of His Psychoses" concluded that "All
Negroes have a fear of darkness...are careless, credulous, childlike, and
easily amsed". Even as well known a personage as Arnold Gesell fell prey

-. to the lure of developing "instincts" that reinforced the status quo. He
explained that it is "well known that among the colored race there are many

-_ wamen who are supremely endowed with almost unique emotional equinpment which
makes their services ideal for infants and young children." (Gesell & Ilg,
1943.)

The examples can go on and on; however, the preceding seem to be evidence
enough to verify that science has been ased to support racist ideas. Science
has alsc played a large role in perpetuating stereotypes zbout minority amd
majority wamen and in reinforcing whatever society had defined as women's
position. As mentioned earlier, in the 19th certury white females, like minor-
ity males, were seen as belng lower on the evolutionary scale than white males.
The white woman was seen 4s the more primitive version of man, whose body was
not only primitive, but deeply pathological. Her mind, body, ard soul were all
felt to be in the thrall of her all-powerful reproductive oi'gans. While
sclentists were In agreement about the power of her reproductive organs, there
was, however, same discussion as to which of the organs were the most powerful.
Holbrook observed in 1870 that it seemed "as if the Almighty in creating the
female sex had taken the uterus and bullt up a waman around it" (Wood, 1973); but
in 1883 Austin wrote that ovaries "give woman all her characteristics of body and
mind" (Ardetti, 1974). Bliss (1870) added that "women's entire personality

-.was directed by the ovaries and any abnormalities from irritability to Insanity
could be traced to some ovarian disease". For example, the envirorment might

be the cause of tuberculosis in men; but for women, tuberculosis was a result

of reproductive malfunction.

14



The assumption that a woman had little or no control over her body or
her mind was an important one in scientific research up to the middle of the
20th certury. In 1303, Welninger I“ound women to have no logical or ethical
-sensibilities and Spenser (1893) argued that women's innate nature forced them
to be either the protected or the prey of men. Woman's control over herself
“was found to be so minimal that even mothering behavior was thought to be regu-
lated by the pituitary gland (Anthory & Benedek, 1970).
Research on women wes such that if soclety wanted women in the home, not
being schooled, then there was a scientific basis for women remaining uneducated

ard at home. Clarke, for exarple, in his book, Sex in Education or a2 Fair Chance

for Girls, which went through seventeen editions, concluded that "higher education
would cause wamen's uteruses to atropny" (1873, 1972). Later, work with a more
epirical basis showed that female students were pale, in delicate health, and
prey to monstrous deviations fram menstrual regularity. One 1902 study showed
that 422 of the women admitfted to insane asylums were well educated compared to
only 16% of men "proving that higher education was driving wamen crazy" (Bullough
& Bullough, 1973). Even G. Stanley Hall, known as the "father of psychology,
wrote that the woman who used her brain lost her mammary finction first and had
little hope to be other than a moral and medical freak (1905).

The concerm of Hall and Clarke for the future of “unfeminine” women is also
reflected in a much later publication. Sturgis and Menzer-Benaron wrote in the

introduction to their 1962 morcgraph, The Gynecological Patient: A Psycho-

) Erdocrine Study: "We are impresced in particular by the dictum that much of

the physical and mental 111 health of the individual woman can be properly
understood only in the light of her conscious or unconscious acceptance of her
feminine role.”

while some researchers were examining the affects of using her brain on

wamn's physical and emotional health, other researchers were looking at the

15
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woman at home. In this area, people such as Bowlby were overgeneralizing
from research on 1nst1tutiona.lize_d children to warn of the dire consegquences
of maternal deprivation in such crisis situations as "Death of a parent, Im-

- prisorment of a parent, Social calamity-war, Famine and Fulltime employment of

mother" (Bowlby, 1966). Even if the mother was home full-time, there still
could be "partial deprivation" from a mother who did not provide "constant
attention, day and night, seven .(iays a week, and 365 days in a year" (Bowlby,
1966). The mother who devoted all her time to her chi-d still had to worry
specifically about the “psychotoxic diseases of infaricy". Spitz (1965) found
that there were diseases such as colic s eczema, and fecal play in which the
mother's personality acted as the disease-provoking agint, as the "psychologlical
toxin®.

This research was, of course, based on middle-class white women. The work
on the frailty of wamen and need far total maternal supervision of children was
generalized neither to poor or minority women who needed to work in order to
survive, nor to their children.

In the past, research has been used to perpetuate myths that keep people
in their places. Too of‘ten the role of the scientific expert has not been to
seek out what was true, but rather to i;mnowme on what was appropriate. That
which was labeled science has frequently been the ideoclogy of a racist/sexist
soclety dressed up as objective truth. Some of the conclusions about intellectual
inferiority and the power of womea's reproductive organs mentioned earlier came
about as a deliberate effort to precerve the status quo ard to preserve privilege.
More often they came about because of the ignorance of the researcher as to the
effects a soclety can have on both researchers and their research. Most of these

examples are both blatant and antiquated, but the problems and processes that

caused them to occur are still with us today.



People, particularly women and minority men, have a mumber of reasons,
some of which have been delineated here, Tor not trusting research and the

proclamations of "science"; however, the process which has been used to Justify

. Ciscriminating against women ard minority men is ;'also one of the few ways we

have to learn about and perhaps change the world around us. Only by an analysis
_of the weaknesses of research ard research methods and by attempts to strengthen
those problem areas can sciénce have any hope of becaming that "liberating force
against injustice amd damination®.

III. BIAS AND TOPIC SELECTION

At the 1980 Anmual Meeting of the American Library Association, a publisher
comented while schools and libraries influenced what was read )publishers and
ultimately authors, had a much greater influence. That which is not written can
never be read. lier comments hold as well for the impact of societal biases on
research methods: while it is important to discuss the effects of bias in such
areas as sampling and meadirement, it is even more important to be aware of how
bias affects what is published arnd, even more basically, how it affects what
1s researched.

Bias has a tremerdous affect on what research questions are asked, how
they are asked, and if they are studied. As Nage explained, "the tiings a
social s~ientist selects far study are determined by his (sic) concept of what
are soclally Important values. The student of human affalrs deals only with
materials to which he (sic) attributes ‘cultural significance'.”™ (1961).
Traditionally the "cultural significance" of minorities and women, other than
in a patholcgical sense, has been minimal, as has the amount of research being
done about them.

There are a rumber of other influences on the selection of research topics,
outside of, but related to, individual interest. The major ones appear to be
1) funding opportunities, 2) publishing opportunities, 3) priorities of pro-

-« 17



féssional organizatiorns, and 4) the interests of mentors. Of the atove, the
greatest influence on toplc selection, at least for large-scale studies, is
the opparturity for furding.

" In today's world, few Institutlions and even fewer individuals are willing

or able to assume the financial burdens of doing research. Most researchers

“"must look to private and public funding sources far support arnd thus match

their research interests to the interests and priorities of the funding agency.
In general, research for minorities and women on equity and other issues is
less likely to receive funding from either the private or public sector than
are many other, more traditional, areas. For example, in fiscal year 1979, the
total research budget for the Natiomal Institute of Eddcation (NIE), the re-
search arm of the Department of Education was $80,200,000, of which $5,100,000
or 6.4% was spent on women or sex equity. This figure included $3,200,000
which was spent not on research but on training minority and women researchers
(Klein & Goodman, 1980). ~The figures for FY80 have $3,180,000 being spent by
NIE on women cr sex equity, including $2,700,000 on training minority and women
researchers. For 1980 less than $500,000 was allocated for research on vomen
ard sex equity. In th> entire Departm‘ent of Education, only 0.22% of thelir
FY79 resources were allocated for sex equity and sex equity or research on
women 1s not even mentioned as a category or subcategory in the Department's
FY81 budget (Klein & Goodman, 1980). In the foundation world, the situation
is not much different. In 1976 about 0.6% of found:stion grant dollars went to
woman's programs or to issues of sex equity (Saario, 1980). 7he twelve million
dollars that foundations spent in this area in 1976 included not only research,
but also the development and the provision of services in education and other
areas such as health and economics. Much more money has been spent in minority
areas. In FY80 the Department of Education, other than NIE, spent $259,300,000

pead
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on language and ethnic minorities and $294,500,000 on race desegregation (Klein.
& Goodman, 1980). It must be remembered that most of this money is spent on
development, training, and the provision of services, with very little being

"~ left for research. The snall amount of funding can contribute to both a lack
of research and to a lack of interest in doing research in areas dealing with

- -minorities and waomen.

Another large influence on t<.:pic selectlion is the opportunity for publish-
ing. Most researchers want or need to publish their work. Through publishing,
research 1s disseminated, feedback 1s generated, and decisions are made about
hiring, firing, and pramotion. "Publish or perish" is still very much a reality
in the academic and research and development worlds. "fe unpublished researcher
1s soon the unemployed researcher. Thus the research focl of journals are an im-
portant influence on topic selection. In general, research jouwrnals publish
little research specifically related to minorities and women.

In an analysis of the ‘articles published in five leading education journals
from 1973 to 1978, Lockheed ard Stein found that 303 or 13.5% of the 2,239
articles dealt with wamen, girls, and education (1980). The percentage of
articles on wemen ard education ranged from 5.0% of the articles that appeared
in the Journal of Educational Wt to 17.4% of the brief reports appearing

in Child Development (Lockheed and Stein, 1980).

An analysis of the American Educational Research Journal (AERJ) produced

similar findings. Ir 1978, three of the forty-four articles published focused
on minorities and/or waman in education. In 1979, three of the thirty-three
articles published by A"RJ were on minorities and/or women in education (Note 1).
In response to the apparent lack of interest in minorities and women in
education on the part of "minstream” journals, a mumber of "special area"
Journals such as Integrated Education, the Journal of Black Psychology, the

Psychology of Women Quarterly and SIGNS: A Journal of Women in Culture and
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Society have been established; however, the subscribers and presumbly readers
of "special area" journals are primarily minorities and/or women. Few majority
male researchers read these Joumai's ard thus much of the work fourd in them

does not find its way into the mainstream of pesearch or knowledge (Note 2).

Closely tied to the influerces of publishing opportunities on topic

_selectlon are the research interests ami priorities of professional organiza-

tions. Since professional organiZations publish many of the relevant social
science journals, their priorities necessarily influence journal editorial policy
and topic selection. Professiomal organizations' priorities help decide the focus
for presentations at the organizations' national conferences. Presentations, like
publications, provide opportunities for dissemination ard feedback and can increase
one's chances for pramotion or terure. The situation h’as changed somewhat, due

in part to the increase of special interest groups ard caucuses cn minorities and
women; however, in general research topics in minority and women's areas have

not been high priorities for most professional orgenization.

The effects of racism ard sexism on furding patterns, publishing oppor-
tunities and professional organizations have contributed greatly to a deemphasis
on and devaluing of research for minorities ard women. In part because of
this devaluing and lack of 1uterest, experienced people who teach new researchers
"the ropes", do not generally guide them toward research dealing with minorities
ard women. Since professional leadership, recognition, and other rewards less
often come to pecple working in these areas, even experienced researchers with
such interests are loath to encourage their students and proteges to werk in
these areas. Many of the researchers who do work in these areas have fourd 1t
necessary to "balance" this work with work in more highly valued areas (Campbell,
1980). In order to progress professionally, many researchers, particularly |
minorities ard women, have found that their research cannot be totally or even

primarily focused on areas such as racism or sexism. Too often the case is as

&
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Stelnem fourd during her termre as a Wilson fellow:
My own work on theories of gender based power was academically
suspect as single-factor analysis while my neighbor's work on
one man's military acts during one decade was thoughtful, scholar—
ly ard basic. (Steinem, 1980, p. 98.)

This devaluation also mekes it qifficult to develop and implement training
in specialized equity research methods. Unlike other training areas, profes-
sional organizations are reluctant. to arrange the training without ocutside funds
ard frequently question the need for, or even the existence of, specialized ,
methods for equity research such as measures of equity in classroom interactions
or methods which rely less heavily on statistical analysis. An exception to
this was a conference held in 1980 by the National Inst?.tute of Education on
"Attitudinal and Behavioral Measurement in Social Processes/Women's Research”.
This conference, the first of a proposed series on equity research methods, had
as its focus,ways of exparding upon the range of measurement techniques in the
Social Processes/Wamen's Research area to £i11 needed gaps and to avoid losing
"reliability and the capacity for meaningful camparisons with existjng Instru-
ments (Note 3).

Sexism and racism affect the selection of research topics through the
theories and theoretical constructs that form the basis of so much research.
Much of the theory that underlies social science research is sexist and racist.
For example:

Arthur Jensen:

The assumption of equal or equivalent intelligence across
all human populations is gratuitous and scientifically un-
warranted (1980, p. 370).

Joseph Rheingold:

...waman is murturance...anatany decrees the life of a
waman (1964, p. 137.

Bruno Bettleheim:
...as much as women want to be good scientists and engineers,

they want, first and foremost, to be womanly companions of
men and to be mothers (1965, p. 30). »
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Research based on such theoretical foundations must necessarily be sexist -
and/or racist. Thus, as Shakeshaft (i979) concluded from her study of the con-
tent of dissertations in educational administration, "we have asked 'Why can't
Johnny read not why can't Janey add?' or 'Are wamen feminizing our schools® not

| 'Ar;e men polarizing our schools and causing them to became violent places?!' ",
Biased questions have also been posed regarding race. We ask "Are
N Negroes as Intelligent as white people?" (Bettleheim and Janowitz, 1964) not
"how blased are our tests of intelligence?" or "Are Caucasians as intelligent
as Black people?". When studying racism, we ask "What are the effects of racism
on Blacks?" and not "What are the effect: of racism on whites?" '

As a result of these biases on research topic selection, "At a period when
the public is demanding information and explanations ab;ut social inequ.ty, the
academic professions are unable to provide them, in large part because the rele-
vant questions are not on their research agenda" (iorg laws, 1978).

The amount of researgl;x being doree from the perspective of minorities and
wamen has been minimal; however, the amount of research teing done on minorities
has been considerable. In 1968, Whitney Young commented in a National Observer
article timat the "Negro-studying businessl has become so big that I am afraid that
if we just emd it quickly, +too many folks will be thrown out of work. I'd like
to propose a study of whice folks. After all, Negroes didn't create the ghetto,
white folks did."

Young's camment touches on an important issue in the effects of bias on
toplc selection. Much of the research done on minority groups has come from a

" "blame the victim" perspective and focuses solely on the pathological aspects
of minority life. As Quarles (1967) explained, "when we pick up a social science
book (when) we look in the irdex under 'Negro', it will read 'see Slavery', 'see
Crime', 'see Juvenlle Delinguency', perhaps 'see Cammlssion on Civil Disorders’,
perhaps see anything, except Negro. 3o when we try to get a perspective on the

Negro, we get a distorted perspective."
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This distorted perspective, with its emphasis on the negative and the
pathological, can be seen in such social sclence classics as Liebow's (1967)

study of the street corner society.of unemployed Black males, Talley's Corner,

.and Lewis' (1961) anthropological study of the "culture of poverty" of a poor

Mexican family, Children of Sanchez, as well as other less well-known work. Re-

_Vviewing the literature on Black families, Billingsley (1968) found that it displays

"a selective focus on the negativé aspects", while literature on the "psychology cf
Blacks" fails to accept the fact that Negroes can see themselves in a positive
light (Gullattee, 1969). As a result, "seen narrowly as a 'victim', the Black
ran appears in the learned jourmals as a patient, a parolee, a petitioner for aid,
rarely as a rounded humen being” (Thomas and Sillen, 1972).

When Thomas ard Sillen used the term "Black man" in the above quote, it is
doubtful that they were using it in the generic sense, for while there have been
prototype images of B;Lack males in the research literature, distorted or ethno-
centric as they may be, there has been little about Black females or indeed
about any minority females. As Lightfoot (1978) and Pollard (1976) concluded
after surveying the literature, minority femles have not been the focus of the
research agerda of social sclence research and, in fact, are presented in the

Al

literature minimally, if at all.
An exception to this is Stack's All of our Kin: Strategies for Survival in

a Black Community. Stack (1975) examines the world of women ard children and the

positive as well as negative aspects of life in the Black commnity.

The absence of information about minority females is not surorising. As
Babladelis (1976) explained, "a significant portion of what is considered inmpor-
tant to study is determined by male investigators™ and male investigators, partlc-
ularly majority males, rarely study females, particularly minority females.
Babladelis is not alone in her conclusions. Researchers fram education
(Shakeshaft, 1979; McDonald, 1977), sociology (Millman & Kanter, 1975), and



psychology (Acker & Van Houton, 1974; Kearney, 1979) have all commented or how
the preporderance of male researchers in a male-dominant society has limited the
selection of research topics. :

The limitation of topics goes beyond a lack .of interest in research for or
on women to 2 lack of ircerest in and devaluating of research toplcs associated

_.with women's lives and emphasizing those associated with men, or stereotyvped as
male. -

The bulk of work in the social sciences has focused on phenomena and areas
in which men dominate: territoriality, aggression, politics, and economics
(Shakeshaft, 1979). Work on patterns of research, in early childhood education,
has found that the majority of male researchers (who are themselves the majority
of researchers) terd to study control of persons and institutions, philosophy,
and methodology; while women temd to study the famlly, the role of women, arnd the
development of young children (McDonald, 1977).

Sex ard race stereotypes about what is appropriate behavior for people also
affect topic selection. For example, investigating subjects' desires to remain
teachers rather than to move from teaching to administration is seen as a study
of deviant behavior rather than a study of different levels of aspiration
(Shakeshaft, 1979). Similarly, other than scme recent work on housework by people
like Oakley (1975), unpaid housework and childrearing are not considered "work"
and studles on the labor force or on working do not deal with the millions of
full-time homemakers.

While not reflecting the dominant male model may be considered deviant, so
may acting outside prescribed sex roles. As the Camrittee on the Status of Women
in Sociology (1980) has cammented, there is an emphasis in research on the prob—
lems of female-headed households arxd single-parent families, but there is an
absence of studies of problems assoclated with two-parent families because, Just
as situations outside prescribed sex roles are defined as problematic, situations
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in which people conform to prescribed sex roles are assumed to be non-problematic.
In the same vein, the problems of "workihg" mothers and the problems of children
in child care are studied, not the problems of "™non-working" mothers or of children
who are at home full-time. The problems of "non-working" fathers are examined,

but rarely are, at least in relation to the family, the problems of "working"
fathers. Mother-child interactions are studied extensively, father-child inter-
actions, rarely. )

When research is done on areas that can challenge traditional gender arrange-
ments, the results are frequently ignored and not followed up. For example, evi-
dence of male hormonal, emotional, and behavioral cycles has been around for
decades, but only recently discussed. The need to believe that women are change-
able and unreliable while men are consistent and reliable has lea psychologists
and others to ignore the existing evidence of male cyclicity and ~efrain from
asking themselves the obvious question, "Do men have monthly hormonal and behav-
ioral cycles?" (Silveira, 1972). Other examples include the effect:. of racism
on whites and the use of non-verbal behavior in dominance. On the ¢*her hand,
research which reinforces stereotypes is encouraged, even when the results are
shown to be incorrect. An obvious example is the studies of Black genetic infer-
iority which seem to follow a cycle of being conducted, being refuted, and then
being conducted again (Kamin, 1973).

The result of these biases is that there are significant gaps in our know-
ledge base. Pettigrew's comment in 1964 that "Many of the most basic and important
personality questions about Negro-Americans have not received even tentative ans-
wers™ still holds true today.

Because of these gaps and the unwillingness or inability of researchers to
fill them, decisions are being made, programs are bing developed, and services
are being offered without an adequate research base. An examination of government
and foundation funding for equity programs indicates that monies are more apt

to be spent on direct service activities than on research, development, dissemination
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or evaluation. (Klein and Goodman, 1980). Thus, much of our response to sexism |
and racism and our quest for equal opportunity, particularly in education, has
become a very expensive "trial and error™ process. Without an adequate under-
standing of the problems being faced and without tested strategies based on non-
racist, non-sexist theories to call upon, our educational and social programs have
been doomed to failure. As bias iq topic selection has contributed to gaps in the
knowledge base, it has also allowed.us to close our minds to testing alternative
hypotheses or explanations for behavior that fall outside of our stereotyped ex-
pectations.
To challenge this existing structure is difficult, for, as Kenneth Clark has

said: | :

To raise serious questions and to doubt established practices,

particularly in those disciplines concerned with man's [sic] ego

and his [sic] relation with his [sic] fellow man [sic] is to in-

vite persoral jeopardy rather than professional reward.
(Clark, 1972, pp. xi-xii)

But challenge this we must.

IV. BIAS AND DESIGN

Race and sex bias can affect research design and cause de::gns to be developed
and implemented under which the data col}ected answer differ:..” questions than the
ones the researcher intended to pose. Séurces of bias in design include four areas:
familiarity with the appropriate literature; selection of independent variables;
controlling of sources of invalidity; and data analysis.

Race and sex bias can affect our knowiedge of appropriate literature in a
number of ways. As indicated in the previous section, one of the results of bias
in topic selection is the existence of gaps in research areas, where information

pertinent to a research topic simply does not exist. The devaluation of research

| concerning minorities and women may also mean that the research that is done is

published ocut of the mainstream in sources that may be difficult to find and that
are not routinely read by the majority of researchers. Even if the work
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is readily available, researchers may not see how work concerning, for example,:
Sex roles or raclal bias in testing, could affect their work on achievement
motivation or self-concept. ‘

Lack of researcher awarenéss of relevant nt;ezatme can cause the selection
of indeperdent variables to become a source of blas. For example, socio-econamic
status is of‘tep used as an indeperdent variable with a mixed sex sample. This
occurs even though cormon methods: of categorizing people according to socio-
economic status use the status of the husband of father as tne determinant of the
woman's status (Acker, 1973; Edelsky, 1979).

Biased definitions of race can also be used as Aindependent variables, For
example, two non-identical concepts, social race ard blological race, may be
lumped together and a cammon racial label used for individuals of markedly dif-
ferent backgrourds: Children of a Black parent and a White parent may be identi-
fied and studied as Black (Harris, 1968). Jensen's controversial study of race
ard intelligence used race as an Independent variable, categorizing subjects
soclally identified as Black as biologically Black regardless of their ethnic and
racial background (1969).

A third source of bias can be found in the control of potential sources of
invalidity. Obviously if cne is not aware of, or sensitive to, possible threats
to validity, 1t is impossible to control for them. For exanmple, in many early
studies of racial differences, the effects of socio—econamic status (SES) were
not controlled and the SES of the majority group sample was higher than that of
the minority group to which it was being compared (Pettigrew, 1964). Frequently,
neither are other variables such as educational level controlled in cross-race
studies. Even when differences in educational levels are controlled, differences
in the quality of schooling, which are particularly important because of the
existence of dual school systems for minorities amd majorities, are not.
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Finally, the analysis of the data can itself be a source of bias. Data
which does not fit the expected patiern can be thrown out and not used. For
example, this occurred in studies of sex roles in chimps, work that has often

been used as evidence of the genetlc basis of sex roles. Yerkes (1943) did not

use data from a rumber of animals when the results were "statistically disap-

‘pointing". The data not used included the data for two female chimps "because

they were highly dominant."

An effect of bias in design is that the presence of sex similarities and
differences 1is freguently not studied. In studies published in 1970 to 1971 in
psychology journals, Schwabacker (1972) found that only 50% of the mixed sex
samples were checked for sex differernces. By 1974, uh;.g proportio~ had in-
creased to 61% (Reardon & Prescott, 1974). A 1972 study of 754 studies in
psychology Jjournals found that 35.4% of the samples had been checked for sex
differences. It was also'found that women researchers (61%) were more apt than
men (50%) to check for sex‘differemes (Harris, 1972). This finding has been
challenged by a later report that women and men researchers were equally likely
to test for sex differences (Etaugh & Spandikow, 1979).

It is suggested by Harris (1972) and Etaugh and Spandikow (1979) that sex
differences should be checked and results reported in all mixed sex samples.
While there are some excellent reasons for this suggestion, including the pos-—
sibllity of finding new ard valuable information about sex similarities and
diffeiernces, there are also same problems associated with this suggestion. Mere-
ly analyzing the data using sex as an indeperndent varilable, without previous
knowledge of possible confounding variables, can lead to inaccurate conclusions.
As Maccoby ard Jacklin (1974) have cammented, "the appearance of a sex difference
often depends upon detalled aspects of the situation in which behavior was
studied - detalls that have so far goné unrecognized.”

A similar pattern exists with the testing of racial similarities and dif-

ferences. Frequently raclal differences are netther analyzed nor mentioned.
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For example, Wylie's (1961) survey of the literature in self-concept did not
mention even one study which cons:}dered race as a factor associated with self-
concept. When racial differences are examined, the problems with such analysis

" 'may be worse than if no analyses had bee:l done. 'The lack of knowledge of xrany
~researchers about minority éoups, the subjective nature of the definitions of

- -racial groups, and the frequent lack of controls to insure that the racial com-
parisons that are belng made aze.ir;a.de on equivalent groups, have caused many
inaccurate conclusions to be drawn in areas such as Black self-concept (Nobles,
1973) and the Black family (Thamas & Sillen, 1972). This generation of in-
accurate Information has been so prevalent that some minority researchers have
called for a moratorium on the analysis of mixed-race samples for race differences
(Note 4).

Perhaps the area most rarely tested is the interaction of race and sex. The
lack of dual-sex, multi-racial samples and the apparent lack of concern of re-
searchers with race and séf interactions, even where it would seem to be appro-
priate, is evident. For example, studies of the effects of desegregation and
racial 1solation rarely tested for sex differences. When sex ard race differences
are analyzed, it is by comparing the interactions among glrls of different racial
backgrourds to those among boys, ratne‘r‘ than examining race/sex interactions
(Campbell, in press). Weinberg (1977) hypothesized that, in this area, sensitivity
about interracial romantic liaisons and the widespread fear of racial inter—
marriage during the first years of school desegregation contribute to the refusal

to examine cross-sex, cross-race Interactions.

Another major effect of bias on design has been the lack of use of existing
information about minorities and wamen to increase the wvalidity of the study.
For example, Caplan (1975) found tha% the presence of an adult investigator caused
boys to became more anti-social, while the absence of an adult was —ore conducive
to finding no sex differences in anti-social behavior. A study of anti-social
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behavior, designed without knowledge of this information and without necessary
controls, could then lead to an inaccurate conclusion about sex differences and
a reinforcing of stereotypes about boys' anti-soclal behavior. Based on her
-work, Caplan (1975) concluded that the design of a study may play a greater role
in producing or abolishing sex differences in behavior than do real sex dif-
ferences.

Her conclusions have been sixf:ported by severai other researchers. For
example, Serbin ard O'Cormor fourd that children were more apt to play with Toys
considered appropriate for their sex when there were others in the room, than
when they were alone (Greenberg, 1978). Thus, studies of children's play behavior
" carried ocut with others in the rocm mav be . apt to find "sex appropriate" behavior.

In their extensive review of the literature, Maccoby and Jacklin (1974) re-
ported a mmber of findings that could affect studies of sex differences. For
example, they found that college men performed better when observed by peers,
while college women's perférmance did not change. They also found that boys per-
sisted longer in a task with a boy watching than when an adult was watching,
while the age and sex of an observer had little affect on girls. Also, different
situations were fournd to affect boys' activity levels and speed of work, vidle
not affecting girls'. Not knowing, or ‘controlling for, this type of information,
particularly in studies of sex differences, means that the independent variable
being studied may not be the subjects' sex, but rather is the interaction of the
- situation with the sex of the subject.

The order in which persons are rated can also have an effect on the validity
of the study. Intons-Peterson (1980) fourd that when subjects rated a male first
and a female second, they tended to rate them using stereotypved characteristics;
however, when they rated the female first, they tended to glve her more male-
positive and female-positive characteristics than they did the male they rated

secord.
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Studies which have been designed with ar eye tosard controlling subtle
confounding variables have found different results then did studies without
these controls. For example, work in child development has shown that middle

. class White mothers tend to interact with their children in ways that child
development experts note as positive. lLower class Black mothers have been

._viewed as interacting with their children in ways that have been labeled as
inadequate. However, a study by Graves amd Glick found that when white middle
class mothers did not believe that their behavior was being observed, they be-
haved in ways similar to the lower class Black mothers. In other words, the
mjor difference in parenting behavior between the two groups was not that White
middle class mothers had more appropriate parenting bekaviors than Black lower
class mothers, but rather that the lower class Black mothers did not change
their behavior under observation, while the others did (1978).

While more work needs to be done in this area, the Graves and Glick study
does indicate that a rethirking of sources of error and a willingness to develop
and test alternative hypotheses may cause different results to occur. Another
example comes from a study of motor skill developnerﬁ:. Wilmore fourd that pre-
pubescent children of both sexes were abou” =qual in many athletic skills, except
the softball throw. Rather than assuming a sex difference, he repeated the tests
with the subjects using their non-dominant arms. The results indicated performance
was about the same (Kaplan, 1979). Practice made a difference, which, if not con-
trolled for, could cause inaccurate conclusions to be drawn.

Another effect of bias on design can be the lack of "blocking™ across racial
or sex groups on potentially confourding variables such as socio-economic status.
The Graves and Glick study on parental behavior is am example of this. The two
groups being campared differ both on race and socio-econamic status and, as
usually happens, the minority group is from a lower class than the mjority group.
While not the case in the Graves study, in many studies differences in behavior
are then concluded to be racial differences when in reality the differences may
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be related to socio-economic status, the interaction of race and socio-economic '
status, or any of a mmber of va.rdgbles related to soclo-economic status. Geo-
graphic area is another variable that is frequently not controlled. For example,

Pettigrew(1964b) found a tendency for researchers to compare Northern Whites,
Northern Blacks, and Southern Blacks, but not Southern Whites.

- Controlling for these variables is not enough if some of the variables are

e

themselves biased. The most obvious of these, as mentioned earlier, is socio-
econamic status. Nichols describes the ways that socio-economic status can be
biased and the way that the blas can affect research in one area, language, in

the following passage:

Unfortunately common methods of categorizing’people accord-
ing to SES use the husband's or father's status as the de-
terminant of the waman's status even though the woman may
have more education than the man in question. In addition
"stenographer™ and "mechanic" may be classified as same
status occupations. The result is that women are often
misclassified because of a bias in the methodology amd are
found to use different language than men. What those lan-
guage differences may actually reflect in some cases 1s the
fact that women are being compared to men of presumably the
same, though in reality lower, class status and also to men
whose jobs are likely to be less language oriented (1978, p..6).

The major result of bias in desfgn is the generation of 1naccurate informa-
tion arnd incorrect conclusions based on that information. Partlcularly in areas
involving sex ard race roles and differerces, bias in design has inflvenced re-
search toward stereotypic expectations and away from examinatlons of compleic

realities - a dangerous direction for both research and researchers.

V. BIAS AND SAMPLING
The composition and selection of samples and the generalizations made from

those samples can all be affected by race and sex blas. In the past several
years, a mumber of researchers fram different flelds have commented that tradi-
tionally males have been the population studied in social science research.
Babladelis (1976) wrote that "a significant portlon of our knowledge is based
on the study of male behavior only." Her conclusion, which related to research
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in psychology, has been supported by other psychologists (Kearney, 1979; Long
laws, 1978) as well as by researchers in other social science areas, such as
education (Shakeshaft, 1979), anthropology (Carey, 1979), and sociology

" (Ml1lman & Kanter, 1975).
The concerns of these researchers have a basis in fact. Of the 226 studies

--published by the Journal of Personality and Social Psychology in 1968, 31%

studied males, 25% studied ferraléé, 44% had rixed sex samples, and 10% did not
indicate the sex of the sample (Carlson, 1971). A 1970-71 replication of 199
studies found 27% male samples, 7% female samples, 53% mixed sex samples, and
14% sample sex not indicated (Schwabacker, 1972). A further replication of 99
studies, in 1974, found 12% male samples, 28% female saftples, 43% mixed sex sam-
ples, and 15% sex unspecified (Reardon & Prescott, 1977).

At least for this journal, a rumber of single sex samples have been done.
Previously, these samples were disproportionately male; however, the most recent
data found the single sex“Samples to be predaminantly female. This change does
not appear to be reflected in oth- social sciences where researchers have in-
dicated that in fields such as mobility (Steirmetz, 1974) and management and
careers (Jelnick, 1978), studies have focused almost entirely on male subjects.

A somewhat different pattern seems to emerge for minority group members.
There have been a large rnumber of studies done on Blacks focusing on areas such
as "the Black experience" or "the problems of Blacks in society" (Thomas & Sillen,
1972). Much les3 frequently, however, have Blacks been found in the samples of
studies of "human behavior". The presence of other minority groups, such as
Hispanics end Asians, is even more rare (Stivers & leckle, 1976).

An analysis of the samples studied in articles published in the American
Educational Research Jouwrnal in 1978, found that while researchers frequently

indicate the sex of their samples (69%, or 29 studies), they rarely indicate
the race of their samples (23.8%, or 10 studies). (Note 1.) Of the ten studies
that did indicate the racial breakdown of their samples, two samples were all
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White and two did not use all of the minority data that they collected in their
analyslis. One of these studies did not use any of the 17% "non-Caucasian subjects"
in order to "homogenize the sample" (Smith, Zingale & Coleman, 1978), while the
.other used data from Black and White subjects, but did not use the data frem

other mincrities because the sample sizes were small ard the results would "compli-

_.cate interpretations" (Peng & Fetters, 1978). Of the remaining six studies, one

dealt with desegregation ard one With ethnic patterns. Only four of the forty-
two studies published in 1978 indicated that they had mixed race samples on
studies of general educational interest. The lack of information né.kes it im-
possible to draw conclusions about the raclal composition of the samples and the
degree to which minority group members are included in general studies; however,
the very lack of information about racial breakdown is in itself significant.

A mmber of widely known research studies have been done on single sex and/or
single race samples. For example, Bettleheim arnd Janowitz's (1964} study of
Social Change and Prejudioe was done on an all-male, all-White sample. ~Although

the conclusions from this study have been generalized extensively, the. study it-
self used no minority subjects in order to, as the authors stated, "simplify the
findings".

McClelland's work on achievement motivation also used single sex subjects.
There is some indication that McClellard and his co-workers were aware that sex
differences probably existed in achievement motivation; however, they neither
pursued these possible differences or expanded their samples to include femzles.
Neither did they specify that their theories or conclusions applied only to men
(Atkinson, 1958). As a result, knowledge of achievement motivation :'n women and
glirls has been spotty armd inaccurate. Only in the past ten years has there been
an effort to reconcile the realities of women's ard girls' achlevement motivation
with the theory. And indeed, more recently, McClelland (1975) concluded that
"sex roie turns out to be one of the most important determinants of humen behavior."
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Moral development is another area in which all-male samples were used as
the hasls of theory develomment. Kohlberg's six stages of moral development
3 . u'oirdically derived from a longltudinal study of 84 American boys. Although

. ti.L stages were felt to be universal (Kohlberg & .Kramer, 1969), in order to
reach the higher stages, it was necessary to "enter the arena of male activities
_.(G1111gan, 1980). Women rarely reached the higher stages (Gilligan, 1977).

Gilligan (1977) began developing constructs in moral development from
women's own lives, rather than trying to fit them into an existing model. She
found an outline of moral conception different fraom that described by Freud,
Plaget, or Kohlberg; one that would never have been fourd in all-male samples.

Another example can be fourxd in the area of ma.nag:ement and careers. Until
recently, research on management and careers typically examined White, middle-
class male subjects. Surveys on educational levels might cover females and males;
however, when occupations and other work-related variables were examined, the
subjects were primarily maie. For example, in her analysis of the "Relation of
Education and Situs of Work in Economic Differences Between Blacks and Whites"
Gottfredson (1977) used a sample composed of 20,000 White men, 1,500 Black men,
and no Black or White women. Similarly, in 1578 Blau and Duncan published a
massive study of occupational structure baced on a survey ¢ " 20,000 men (race
unspecified).

More recently, a major study of occupational changes at midlife, currently
being campleted, has used a sample of 370 midlife males, but generalizes its
results beyord the sample to "individuals"™ (Osherson, 1981). As Jelinik (1978)

-- concluded, patterns and norms brought to light by thils type of research are rot
necessarily applicable to a wider pooulation.

Although such results are not necessarily applicable to wider samples,
authors frequently do cry to generalize them to the general population. An
analysis of single sex studies found that in 1970 to 1971, 92% of the studies
with male subjects and 61% of the studies with female subjects, published in the
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Journal of Personality and Social Psychology, were generalized to both wamen
and men (Schwabacker, 1972). By 1974, 97% of the studies with female samples

and 92% of the studies with male sarmples were generalized to both sexes (Reardon
& Prescott, 1974). Other work, in 1972, fourd 92% of the studies with male sub-
Jects and 62% of the studies'with female subjects were overgeneralized (Dan- & - -
Beckman,-1972).

The lack of information of fr;e racial breakdown of samples makes it difficult
to assess the amount of overgeneralizing that occurs in single race studies; however,
the two studies, in the 1978 American Education Research Journal, that indicated

that they used single race samples, did overgeneralize. The larger rumber of
studies (32) that did not indicate the racial breakdownef the samole did not
caution the reader about the problems of overgeneralizing their results to those

groups not included (Note 1).
Another problem in sampling is the tendency to generalize from skewed samples.

For example, Kardner ard O¥érsey wrote The Mark of Oopression as a study of the

effects of prejudice and discrimination on Blacks, but i. was based on a sample of
twenty-five people who were either in therapy or who desired to enter therapy.
Black Rage, Grier and Cobbs 1968 book on the effects of discrimination on Blaélcs,
was based on data drawn from a sample of psychiatric patients, but, again, was
generalized to the Black commnity as a whole.

Little work has been done on why researchers chose skewed samples; however,
there has been same work on why researchers study single sex subjects. Prescott
and Foster (1974) found that the reasons sixty-seven researchers gave for working
with single sex samples fell into three major categories: (1) scientific, (2)
practical, and (3) extra scientific. nSeientific" reasons given were, for example,
nsex differences were known to exist in the phenomena and the investigator did not
wish to explore them" and "the theory being studied was restricted to one sex.”
The sex of the subject pool and the need to keep the rumber of subjects to a reason—
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able size were given as the "practical" reesons for using single sex samples
while the "extra sclentific" reasons were that the use of one sex reduced the
variability of the data and that the experimental conditions favored the use of
one sex over the other.

No camparable study has been done on those who use single race samples in
thelr research; however, the comments discussed earlier of researchers who did
not use minority data in order to "homogenize the sample” or because it would
"complicate interpretations" suggest that the categorizations of reasans for
using single sex samples may be used as well for single race research. Since
it appears that many, if not most, of the single sex ard/or single race studies
are generalized to other gender and raclal groups, the reasons given for limiting
the sample seem very weak and, particularly in the case of the extra scientific
category, pose a serious threat to the validity of the studies.

Just as there appears to be a tendency to use minority samples in minority
topic areas and white samples in more general topics, the use of single sex sam-
ples seems to be related to the topic being studied. McKemna and Kessler (1974)
found that while in general men were more apt than women to be studied, the sex
of the sample depended, to same extent, on the topic. If a research topic was in
an interpersonal area, researchers were ;rbze apt to include wamen than they were
if the topic were, for example, on aggression or on careers. Also, women have
been more apt to be included in samples of research on toplcs stereotypically con-
sidered ferinine, such as parent-child interaction (in reality mother—child inter-
action) (Condrey & Condrey, 1976) and on questions dealing with children, child-
rearing, and work arourd the house (Steimmetz, 1974).

Studies about the family ard its economic ard soclal status have, however,
been done almost totally on male samples. The male "head of household" has been
the basic unit for much data collection on the family. If, for example, the hus-
band was a bricklayer, then the family was categorized as blue collar, regardless
of whether the wife was 2 teacher, a waitress, or unemployed. The Census, source
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of much of the data for studies on families, has encouraged the use of male only |
samples. In 1850, the Census dealt only with "male persons over fifteen". By
1970, the Census had changed considerably, but "for ease of tabulation", the male
was still considered head (and representative) of the household (Steirmetz, 1974)%.
This step for ease of tabulation helped to contirue to encourage the use of male
only studies on families.

Sampling procedures can also .contribute to the selection and use of skewed
samples.‘ For example, the Gallop Poll has a very well-developed sampling pro-
cedure to gather information on its sample of 1500 "representative" subjects; how -
ever, male subjects are interviewed begirning at € PM, while female subjects are
interviewed begimning at 4 PM (Gallop, 1980). Most of fMe female interviews are
conducted from 4 to 6, thus eliminating the responses of most professional ™working
wamen" who would not be home by 6 PM (Note 5).

Except In stereotyplczlly feminine areas dealing with care of children and
of home, men and boys have fraditionally been the population studied. And, except
in the case of research specifically on minorities and on pathological areas such
as cultural deprivation, delinquency, amd the effects of discrimination, the men
and boys who have been studied have been white.

A major result of "ghettolizing" | ‘the work done on minority and women sam-
Ples has been that minorities and women have been viewed as the "deviant", that
which confounds the results. As Long Laws (1978) explains, social science "takes
for granted that the human we seek to understand is a heterosexual white male".
Thus, if white males are the norm, then research on general areas of interest can
be done over white male samples. The results can then either be generalized to
other"groups or the other groups can be studied in terms of the wa.s that they

deviate “~ar Minorities and women then became a topic, samething to be
¥ The 1980 - = :oondents indicate, themselves, which household member
was "head o .. Jears of assuming that the head of household was male
ard that feme = -+ wusehold indicated male absence may cause this step to

have little impacu.
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studled as opposed to a sample to be used to study some general phenamena.

Another effect of blas on sanpling is the inaccurate attributlon of char-
acteristics to one sex based solely on the study of the other sex. Sections from
studles of one sex frequently conclude, without data, that the other sex is either
equivalent or 1s opposite. For example, Parlee (1975) found, in one article, two

-instances where studies quoted as "proving" sex differences had only male sub,jécts.

Nowhere 1s the effect of bias on sampling more evident than in the newly
popular ard growing field of the life cycles or stages. Beglmming with Erikson's
work on the "Eight Stages of Man" (1959) through Levinson's Seasons of a Man's Life

(1978), the study of life cycles has focused on male subjects. When women are ex-
amined, it is in terms of how they fit or don't fit the male model. Without empir-
ical verification, women are sald to go through the same cycles as men (Stewart,
1977) or are said to go through cycles that are antithetical to men's (Sheehy, 1977).
The samples are overwhelmingly White as well as male, with racial differences rarely

even being theorilzed.

Based on a survey of the literature on life cycles, Sanguilano concluded that
"Mostly we (researchers) persist in seeing her (woman) in the reflected light of
men" (1978). Her conclusion seems to hold for women and for minority men in a

A

number of other social sclemnce areas as‘ well.

VI. BIAS AND MEASUREMENT

While many researchers are not aware of the effects of race arnd sex bias in
such areas as design and sampling, the controversy and debate about race and ability
testing has made a number of educators and researchers sensitive to the existence of
race bias in testing. The development of tests by White, middle-class authoré,
which are standardized amd normed on White middle—class students and then used to
make decisions about minority amd poor children is a problem that has been recog-
nized by many test publishers and users. Fewer people are aware of the effects
that sexism can also have on abllity testing and the negative influences that
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both race and sex bias can have in other areas of testing such as vocational test-
ing, affective ard personality test;:xg, observations, and other unobtrusive measures.
Since tests and measures are the basis of data collection for research, bias in
measurement has a large effect on research.

OGne of the largest areas of testing for research and evaluation purposes is
“in achievement and aptitude. It appears that sex bias in the content of tests in
these areas can affect performancé: Milton (1957) fourd that females did better
on test problems dealing with stereotypically feminine activities than they did
on problems with a more stereotyplcally masculine orientation. This finding was
substantiated by more recent studies which found that girls tended to do better
on questions dealing with human relations and that boys’tended to do better on
questions dealing with science and econcmics (Coffman, 1961; Donlon, 1971).

The mumber of females and males appearing in a test item may also have an
influence. A 1977 analysis of four achievement tests found a tendency for ado-
lescent girls to be more apf to get an item correct if move girls than boys or if
equal mumbers of boys and girls were mentioned (Donlon, Ekstrom & Lockheed, 1971).
Danlon (1971) has also suggested that changing the content of items on the math
section of the Scholastic Aptitude Test to include more subject matter of greater
familiarity to femmles had the potential‘ to reduce the sex difference in test
scores by about twenty points.

The influence of item content on performarnce seems primarily to affect ado-
lescents ard adults. To date, research on younger children has been mixed; find-
ings range from effects similar to those found in older students (Montemayor, 1974)
to no effect (Plake, Hoover & Loyd, 1978) to a reverse effect, with Black girls
doing better on traditionally masculine contents and Black boys doing better on
traditionally feminine contents (King & Blount, 1975).

Format has also been shown to affect the performance of females ard males.
Muphy (1977) found that switching fram essay or fill-in-the-blank questions to
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more objective items such as multiple choice produced higher scores for males.
This was found to be true in a wide.range of subjects, including those stereo-
typically considered masculine, such as math, and those stereotypically con-

* sidered feminine, such as reading camprehension.

"Sex differences" can be created ar eliminated through the selection of

~ 1tems to be included in a test (Dwyer, 1976). A test can be slanted toward
elther sex or balanced to assure sex equity through the format (mxltiple choice,
f111-in-the-blank, essay) or the proportion of stereotypically masculine, femin-
ine, or neutral contents of items selected to make up the test (Campbell & Scott,
1980).

While a mmber of tests may be unccnsciously "ba.];r'xced" or "unbalanced" by
sex, Intelligernce testing is one of the few testing areas in which some tests
have been designed so that females and males will score approximately equally.
These "balanced" IQ tests ey then be used in research on sex differences in
intelligence. The results c;f this research would not provide accurate data on
sex differences in intelligence; results would be biased by one of the original
Intentions of the test - to equalize female and male scores. Studies using un-
balanced tests in other areas can also contribute to inaccurate results. For
example, sex differences found in mathematics may be real differences or my
Just be iniiéators that the test was slanted by item content or type to favor
one sex.

It 1is interesting to note that IQ tests are not balanced for race equity
the way that some are balanced for sex equity. The assumption that minority
groups and the majority group havé equal intelligence is not made and tests are
not developed to reflect an assumption of racial equity.

Racism 1n tests occurs prima 1y because tests are the products of the
mjority culture. The test language, content, iilustmtions, arnd even scoring
procedures may be drawn from a culture that is foreign to, or at least less
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familiar to, many minority children (Campbell & Scott, 1980). Cultural backgrourd,

geographic isolation and low socio-economic status often combine to provide the
minority child with a frame of refererce very different from that envisione’ and
expected by test developers .(Anastasi, 1976).

Many minority childreh face the obstacle of unfamiliarity with the settings
-and concepts used to test a wide variety of skills from reading comprehension to
problem solving. In addition, mifx.:rity children's scores may suffer because of
the difference between the language that they sneak, be it Spanish, French, or
Black English, and the language In which the test is written. Thus, the language
structure and syntax of tests are unfamiliar to many test takers (Samuda, 1975).
Also, many words have different connotations in differenf cultures. The hawk,
for example, is the wind in Black English ard a large bird in standard English;
the Spanish word "embrazada" looks very close to the English word "embarrassed",
but means "pregnant (Campbell & Scott, 1980).

Test scores for nﬂ.nof-fty students combine actual skills in an area with a
mmber of other factors and influences. As Tyler and White (1978) have concluded,
"umnless the material used for these purposes (testing) is equally familiar to all
cultural groups, differences in performance are uninterpretable. The difficulties
of achieving '‘equal familiarity" in th:l‘s‘ sense are so farmidable as to make the
idea of culture-fair tests appear urmrealizable ard perhaps urreasonable." Unfor-
tunately, many researchers do not heed Tyler ard White's advice ard contime to
generate conclusions about racial achievement and aptitude based on tests which
may be inequitable.

The effects of bias in measurement go beyond aptitude and achilevement tests.
In the past, vocational interest inventories severely limited test takers' job
choices by sex. Interest inventories had separate questions and there were even
separate tests for females ard males. Even when the same person took both forms
of a vocational interest inventory, the feminine form indicated the person's in-
terests were in imr-paying, low-status job areas, while the masculine form indi-
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cated the person's interests were in high-paying, high-status job areas. Routinely,
females were given job options such .as mrse, executlve secretary, and stewardess,
while males with similar interests were given job options such as physician, bus-
'iness executive, ard airline pilot (AMEG, 1973). The implementation of Title IX
of the Education Amendmerits of 1972, which prohibits the use of vocational tests
“Suggesting one set of occupations for males and another for females, helped improve
this situation. Now, as Tittle ard Denker (1976) conclude, "many of the charac~
terisitics of vocational interest inventories that caused charges of sex blas in
interpretive materials and gender-linked items are belng eliminated.™

AKlthough these changes have been made, much of the research on career as-
pirations was done using the older biased tests. Resulfs based on the older tests
mey have been more influenced by the biases of the tests than on the career interests
and motivations of the subjects.

Bias can also have an impact on personality tests. For example, soclal

" walue scales base their scaring on a knowledge of common social values. The cor-

rect answer is the common social value, while an incorrect answer is assumed to be
based on ignorance of common social values. Answers that are not based on ignor-
ance, but rather on opposition to conmmon social values or to differences Iin
situations, are still considered incorrect and are not differentiated from answers
based on ignorance (Jorgensen, 1973).

| Cowan, Watkins and Davis (1975) found the Minnesota Multiphasic Personality
Inventory seriously overpredicted the incidence of schizophrenia in less well-
educated Blacks (less than 12 years of formal education). Nine members of a
group of twenty adult Blacks, all functioning members of society who had been
examined and found not to be schizophrenic, were classified by the MMPI as schizo-
phrenic. Minority group membe: s, not well-assimilated into the majorlty culture -
either by circumstance or by choice - in general, do not fit the "normal" profile
of personality tests, normed on primarily majority populations. In 1973, Brazziel
45
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sought a suspension of the use of tests normed on all-White populations, feéljxlg
that their use contributed to a ﬁrr't_:l?er documentation of Black pathology in a
- "different equals deficlent" model. .
Bias has affected pez'sonality tests 1n samewhat unusual ways. MeWhinni,
in his study of the use of figure drawings vo assess racial and cultural dif-
fererces ard self-corncept, questioned whether:
Asking a Negro child tc.a.draw with a pencil on white or
cream paper and rating the resultant drawing with re-
spect to the degree to which Negro features and skin
color are portrayed is not exactly the equivalent of
asking a white child to draw a person with white chalk
on black paper ard then rating his [sic] drawings on the
degree to which he [sic] portrayed white children, es-
pecially skin color (1972, p. 30). .Y
In a pilot study, he fourd that not one of the twenty-five Black and three
White children asked to draw a person on black paper with white chalk, fille¢ in
the skin color to mzke the person white. In a scparate study, only two of twenty-
six White children asked to,draw pictures of their families shaded the skin to make
the pictures white (M Whimmi, 1972). Whille these were only pillot studies, the re-
sults do indicate the possible existence of hidden biases in tests and measures.
Dress, or differences in dress, may be another hidden bias in measures. For
example, if boys ard girls are dressed differently, studles of children at play may,
in reality, be measuring differences between playing in dresses and playing in pants
rather than measuring sex differences in aggression or levels of activity.
Unawareness of different perceptions of reality based on living in a blased
society can affect personality test development and Interpretation. Personaiity
tests such as the Rotter Internal/Extermal Iocus of Control, rather than tapping a
subtle and pervasive dynamic dimension on which females and males differ, may be
elliciting a realistic appraisal by minority and mejority women and men of the ex-
tent to which their own efforts determine whether they succeed or fail (Parlee, 1975).
This measuring of reality, rather than a perscnality trait, may also be the case in

the use of Black and White dolls to measure children's racial attitudes and self-
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concept (Pettigrew, 196U44b). Giving Black dolls the lesser choices in areas such
as jobs or housing may be a reflection of societal reality rather than Yow Black

self-concept or individual White racism.

Reality may also be responsible for racial differences in scores on the fem-
Ininity /masculinity scale of the MMPI. Pettigrew (19611) suggests that Black males
‘scored more feminine on the scale ,tpan White males, because those characteristics
necessary for the-oppressed to survive were also those characteristics considered
feminine. One might extend Pettigrew's argument and conclude that thé oppression
of women may also have had an influence on the development of some of those char-
acteristies labeled feminine.

The effect of sex bias on masculinity/femininity 's::ales goes beyond the influ-
ence of oppression and discrimination on personality characteristics. These  pri-
marily bipolar scaies more appropriately describe_ what society thinks about dif-
fererces between the sexes than reality (Tresemer, 1975). In these scales, mascu-
ldnity and femininity are se;n as totally opposing concepts, with differences
between wamen and men defined as distinctions between masculinity and femininity.
Tresemer (1975), carrying this concept fo its logical conclusion, asks ironically
if since women's buttocks are larger thaq men's, does this mean that the larger
the buttocks, the more feminine the person?

While Tresemer's question is absurd, some of the questions on masculinity/
femininity scales are no less absurd. For example, the California Personality
Inventory scored girls who don't fear thunderstorms and who don't want to become
librarians as low in femininity, while boys with no desire to drive a race car or
read Popular Mechanics, were low in nasculinify (Vincent, 1966).

The Mirmesota Multiphasic Personality Inventory contains one of the most
widely used femininity/masculinity scales. The scale was validated by a study of

17 male homosexuals, 108 female workers, and 117 male armed service personnel.
Items that discriminated between the armed service persormmel as a group and the
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females and gay men as the other group were used as the basis for the scale
(Tresemer, 1975). | _

Masculinity/femininity is assumed to be a bipolar, unidimensional, contimwous,
normally distributed variable that is highly important and consistently viewed within
the sample population (Tresemer, 1975); yet this is not the case. Women and men are
not polar opposites. Definitions of characteristics of women and men are neither as
simplistic nor as contimuous as most scales assume. The assumptions inherent in
most scales of masculinity/femininity appear to be a better example of Archibald's
Iaw that "if the shoe doesn't fit, there is something wrong with the foot"™ (Czplan
& Nelson, 1973) than it does of reality.

Sex role instruments, many of which were developed’in response to the blased
properties of masculinity/femininity scales also have prcblems. Thomes (1978)
analyzed fifty different measures of sex-typed personality traits used in social
reseaich and fourd "little concern with validity. A new type of validity seemed to
be used with sex role measwfes: declarative validity; if the authors say the measure
is valiid, it is."

Observation 1s also affected by blas. Silveria (1972) commented about the
work of R.M. Yerkes that "his bias determined his 'observations' and his observa-
tions were used to support his bias." Her conclusion holds for a mumber of other
researchers as well. Ratings may reflect the observer's verceptions of what is
appropriate behavior for females and males rather than rezlity. In studies of
small children, where one group of observers 1is told that the subject is female
and the other group that it is male, different cbservations result (Herman &

Serbin, 1977; Gerwitz & Dodge, 1975). Condrey and Condrey (1975) found that "the
same infant in a particular situation was seen as displaying different e:fxotions and
significantly different levels of emotional arousal, depending on the sex attributed
to the infant, the sex of the rater, and the rater's experience with young children.
Men with little experience with young children were the group most apt to rate

the child the same, regardless of attrlbuted sex:; while men with a large amount of




experience with young children were the most apt to rate the child differently
based on the sex attributed to the child."

| In a similar study, Meyer and Sobiesgik (1972) determined, that observers
tended to describe the child with the observer's sex as .aving more qualities than
an opposite-sex child. Rothbart and Maccoby (1966) found that when fathers lis-
tened to a tape of an infant, they I:ated it as being more deperdent and aggressive
if they thought the tape was of a girl than if they thought it was a boy. Mothers
rated the tapes in just the opposite fashion, rating the percelved boy as being
more deperdent and aggressive than the perceived girl. Maccoby and Jacklin (1974)
suggested that observational studies of dependency showed no constant sex dif-
ferences while ratings by teachers and children of depend::-ncy usually showed girls
to be more deperdent than boys.

The percelved sex of the subject belng observed can have an effect on the

observation. Sex-related cues to identity should be eliminated in infant studies.
That it has not been conside'r"ed necessary to do this indicates the magnitude of

~ the problem (Levinson, 1972). Elimimating sex-related cues can be done on observa-

tional studies of young children, but it grows increasingly diffi . 1t for older
subjects. Thus, a healthy caution shou]d‘ be exercised in interpreting studies of
sex differences obtained by observers who know the sex of the child (or the adult)
being studied (Condrey & Condrey, 1976).

It may be possible that a similar phenomenon occurs in observational studies
61‘ race. Perhaps as expectations affect the ways females and males are observed
and rated, they also affect the ways that subjects from different ethnic and racial
backgrounds are observed ard rated.

Expectations may also affect ratings on student-teacher interaction studies.
In mich of the work on student-teacher interaction, it is impossible to deten_!ﬁ.ne
if the race or sex of the student may be affecting the rater's observations. Sadker
and Sadker, in an examination of the interaction analysis systems listed in Mirrors
of Behavior, found that only two of the many systems listed could be adapted in such
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a way to indicate the race and sex of the student participating in the interaction

(Note 6). .

Bias ard stereotyped expectations can influence the experimenter as well as
the cbserver. Kamin's (1973) comment that "the degree to which identical twins
resemble one another depernds on whether the same psychologist is testing both
_ children or not" holds for a mmber of testing situations.

: While the effect .f the rac.e ‘and sex of the experimenter is not fully under-

. stood, it appears that these characteristics can affect the results of studles

T (Pettigrew, 1964b). 1In an extensive 1970 review of the literature, Sattler con-

cluded that: (1) White experimenters can impede or enhance Black college students'
performance, but they are more likely to have an affect A the performance of
Biack children; (2) the experimenter's race affects subjects' picture and doll
preferences, but may no. influence their scores on intelligence tests and personal-
ity measures; and (3) respordents give socially desirable responses to interviewers
of races other than their own.

later work has also shown the race of the experimenter to have an effect.

i Shostick (1977) found that the race of the tester or interviewer affected the
ability of the interviewer to get candid answers. For example, there were great
differences in the answers that high and ‘low militant Blacks gave White inter-

_ viewers in response to questions about social problems, but few differences in

: the responses they have to Black interviewers.” The interviewers were women ard,

as so often happens, the interaction of race and sex was not discussed.

While studies have found that performance on a task is very likely to be
influenced by the social-psychological characteristics of the testing envirorment,
inconsistency is the rule with studies on the affect of experimenter race (Samuel,
_‘ 1977). Samel (1977) surveyed the literature and fournd, with one exception, that
; females score higher with a female experimenter. Rikli (1976), however, in her
' research ard survey of the literature fourd no such consistency. Although she
concluded that— ;he sex of the exverimenter may be a source of experimental con-
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tamination and should be glven aporopriate consideration in experimentation, she .
felt that the Inconsistency of stud;lgs may suggest that the affect of experimenter
1s related to the type of task and the age of the subjects, with younger subjects
belng more strongly affected than older.

It does became clear that while the effects of experimenter race and sex

on research are complex and inconsistent, they do exist. Systematic use of

testers of one race or sex may ha\;e.a long-range affect on research.

Almost any measure can be influenced by bias and, as a result of that in-
fluence, cause inaccurate results to be generated. Results can be influenced by
obvious factors as the language of a question, such as "Should Jewé be forced to
leave the country?" (Bettelhelm & Janowitz, 1964) or morefsubtle factors such as
using the SAT to track changes in sex differences in mathematics, but not account-
ing for the potential affect of a test content change to the SAT, as in removing
data insufficiency items on which females did better (Dwyver, 1976).

"In a society that professes educational equity as a goal, equitable non-
stereotyped test content is a simple matter of justice" (Campbell & Scott, 1980).

It is also a matter of good research.

VII. BIAS AND THE GENERATION OF CONCLUSIONS

After the design has been developed and implemented, the data collected
and analyzed, the researcher's final task is to generate the conclusions, the
section of a research article that is most often read amd quoted. It is to this
section that hurried professionals and practitioners twrn to find the meanirg of
a study. It 1s also from this section that textbook authors, journalists, and pol-
iticlans find thelr "research" quotes. Unfortunately, this section, too, can be
affected by race ard sex bias. The nesearcher's expectations, colored by
stereotypes and by the raclsm and sexism found in ocur socliety, can ~ and fre-
quently do - have more affect on the generation of conclusions than does the data

itself.
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An example of this phencmenon can be found in Yerkes' studies of chimpanzee
sex role behaviors. Based on his ob§ervations, Yerkes concluded that his hypothesls
that male chimps were naturally dominant while female chimps were naturally subordin-
ate, was supported (Yerkes, 1943). Herschberger, in her analysis of Yerkes' work,
hmorously yet effectively, castigated Yerkes' conclusions, when writing from the
perspective of Jose, a female chirp in Yerkes' sample, she commented:

When Jack takes over the food chute, the report calls it
his "natural dominance"...Wnile I'm up there lording it
over the food chute, the investigator writes down, "the
mle temporarily defers to her and allows her to act as
1f dominant over him." Can't I get any satisfaction out
of life that isn't allowed me by some male chimp, dam 1it.
(1948, p. 10.) |

Yerkes' choice of different, value-laden words to defcribe similar behaviors
by subjects of different sexes 1s not urusual. Garal and Scheinfeld (1968), in an
analysis of sex difference, found females higher on 41 compardsons and males, on 35
comparisons. Yet because of the descriptors used, the reader gets the impression
that males' performance was Gonsiderably better than was females’. For example, the
term "superiority" was used in the descriptions of 45% of the male daminant areas,
but only in 27% of the female dominant areas (Parlee, 1975). In both Yerkes' and
Garal and Scheinfels's studies, the data may be accurate, but the impressions conveyed
by the conclusions are supvorted more bSr :s,ex role stereotypes than by data.

Stereotypes can be found in the explanation of data as well. The data are re-
ported, but explanations of results are based on stereotypes rather than using other,
equally plausible but non-stereotyped explanations. For example, based on their
study of infant behavior when confronted with a barrier keeping them from a desired
object, Goldberg and Lewls (1969) concluded that boys attack and girls give up.

This is a reasonable explaration of the data showing that girls terd to cry and boys
tend to try to push or climb the barrier and is also an explanation that reinforces

stereotypes. An equally plausible non-stereotyoed explanation that the more verbal

girls were crying to attract the attention of those who could remove the barrier

was. not, however, reported. Thus the reader was left with the impression that one
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sex sought to solve problems while the other did not, rather than the impfession
that both sexes Sought to solve problems, but used different styles (Parlee, 1975).

.The presentation of stereoctyped rather than noﬁ-stereotyped explanations
of behavior occurs in studies of race as well as in studies of sex. As Crain
{1976) commented, "the greater family instability of Black families can be inter-
preted either with Blacks being the ‘helpless victims of racism which destroyed
the family or as eviderce that Blacks had been successful in retaining elements
of African culture". Needless to say, the interpretation that is most often
used is the "helpless victim of racism" theory.

There can be a variety of reasons why results "happgg", but rarely are a
variety of explanations given in research corclusions. Most frequently one explana-
tion, which fits the data and which also supports our stereotypes, is given.

It appears that research conclusZons, based on collectec . -. ave not come

so far from the 1895 Psychdlegical Review article where White subjects' slower

_ reaction time (campared to Blacks and Indians) was taken as proof that Whites
‘were the superior group (Gossett, 1963) or fram Romane's 1887 stixdy of sex dif-

ferernces in reading. Since women, in fact, performed better on the test than
men, Romanes assured his readers that the’ quicker perception of women, as demon-
strated by the test, was balanced by the lack in women of the "deeper qualities
of mind", as proved by no test at all (Tolbin, 1972).

The preceding have been examples where the researchers fit stereotyped
conclusions to the reality of the data, but this i1s not always the case. As
Nobles (1973) asserts, "oftentimes researchers have demonstrated only one insignif-
icant finding ard, regardless of their own results, concluded their studies with
assertions which were contrary to their own evidence. Brown (1967), for example,
fourd no statistically significant differences between Black and White students
on reports of teachers' perceptions of the students in terms of talking, clothes,

and intelligence. Yet on each characteristic, he concluded that Black students,
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more often than White, tended to belleve that their teachers perceived them
negatively. )

. Simllar inaccuracies have been fourd in studies of father absence and Elack
self-concept. Pettigrew (1964z) fourd no statistical differences between indi-
\_rg.duals from father-absent and father-present hames; however, he concluded that
people from father-absent homes felt more victimized ard in less control of the
environment than did others. As Thomas and Sillen (1972) indicated, Black self-
hatred is so much a part of the stereotype that when it is not found, it is in-
vented. This was the case :Ln a study by McDill, Meyers, and Rigsby (1966) that
concluded that the high self-esteem they found in Black §gbjects was, in reality,
a defense mechanism against discrimination.

As bias can cause researchers to misinterpret or deny data, it can also
cause them to go far beyordd the limitations of the data or even the topic area
of the study, in their conclusions. Nowhere is this more prevalent than in the
"blame the victim" ccnclusions often fourd In studies of race ard sex. Conclu-
sions and Interpretations of studies on race ard sex frequently focus on person-
centered characteristics while ignoring situationally relevant factors. Conclu-
sions as those of Glazer and Moynihan (1970) find the "principal causes of the
plight of the poor are fourd in the internal deficiencies of their own way of life"
rather than being fourd in economic and educational structures. A study of the
research published in Psychologlcal Abstracts for the first six months of 1970

fourd that 82% of the studies dealing with race interpreted the difficulties of
Black Americans in terms of personal shortcomings (Caplan and Nelson, 1973).
One of the most blatant and well known examples of thls phenomena is
Moynihan's famous study of Black families, with 1ts comclusion that:
The Negro cammunity has been forced into a matriarchal
structure which because it 1is so out of line with the
rest of American soclety, serliously retards the pro-

gress of the group as a whole and imposes a crushing
burden on the Negro male. Obviously not every instance
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of soclal pathology affecting the Negro commmnity can be
traced to the weakness of the family structure...once or
twice removed, it will be fourd to be the orincipal source
of most of the aberrant, imadequate, or antisocial behavior
that did not establish but now serves to perpetuate the
cycle of poverty and depression (1965, p. 29).

The emphasis placed on women's alleged fear of success as, at best, a partial
explanation of women's and men's ix}t::'quitable positions in employment (Hormer,
1969) 1s another example of the "blame the victim" phenomena. ILater work showing
that fear of success affects wamen and men has not received the press of the orig-
inal firding amd 1s much less known.

Bias can also affect the generatlon of conclusions through the selective
reporting of research results. For example, Moynihan (1865) concluded in support
of his theary of Black-matriarchy expressed earlier that "it is clear that Negro
females have established a strong position for themselves in white collar ani
professional employment”. He based his conclusion on data indicating that Black
males represented 1.2% of aﬁ males in white collar occupations while Black fe-
males represented 3.1% of all females in white collar occupations. He did not
report that at the time employed Black men earned, on the average, 1.5 times as
much as employed Black women or that thg §naller number of wamen in white collar
occupations arnd the location of most white collar women in clerical occupations
made the ccmparison, at best, mis™ 2ding (Wallace, 1978). Employed women earn
59¢ for every dollar earned by employed men. To imply that Black women are doing
better than Black men because their earnings are closer to White wamen's than Black
men's are to White men's 1s ludicrous. Yet these comparisons contimue. Gershman's
(1980) recent New York Times article still compared the earnings of Black men to
White men and Black women to White women. Again the large differences between
average femle ard male earnings was not mentioned, leaving the inaccurate im-
pression that economically Black women are doing better thon Black men.

The selective reporting of data was used by Moynihan to substantiate at

least one other canclusion. He stated that a greater percentage of Black females

Su



48.

than Black males completed cne to three years of college in 1963. The reason for
this rather umisual comparison appears to be that the greater mumber of wamen in
one and three-year mursing programs contributed to the female rnmerieal superiord y.
In the 1960's Black women and Black men varied as to which group had the larger
mmbers in college. Ard, in fact, more men than wamen campleted four years of
"college, but these statistics, which would not support his conclusions, were rot
reported (Wallace, 1978).

Moynihan is not the only one guilty of selective reporting of data. In
general, sex differences, not the lack of differences, are reported in the research
literature. Tresemer (1975) fourd one instance where 442 tests of male/female
differences were made, 31 of which were significant. 'Iﬁe' 31 results (many of
ﬁhich could be explained by cumulative error rates) were reported; the 41 were
not. Jensen also used selective reporting of results to substantiate his theories.
He quoted one study of the effects of birthweight on intelligence, but did not
indicate that two other stulies quoted in other contexts in his article found
that birthweight did not have an effect on intelligence (Jensen, 1969; Kemin, 1974).

The effects of bias on the generation of conclusions increase when the con-
cluslons are reported in secorndary sources, such as textbooks. As Van Tassel
(1979) commented, "warnings as to limitations of primary research findings are
often dropped as the studies are presented in text materials. This practlice
leads to an exaggerated list of sex differences and a mmber of statements which
are patently false as written."

Parlee (1975)was also concerned about the inaccuracies in secondary sources.
Suggesting that readers should be wary of statements that begin "it i1s generally
accepted that...", she comments that "it is truly astonishing to discover how
readily psychological theories about women can be vitiated by noting the existence
of an intractable fact or two — usually data from studies misleadingly cited by
the investigator as evidence far her or his theory." For example, different
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patterns of findings within each sex have sometimes been mistaken for sex dif-
ferences. Sears found preschool girls were more verbally than physically

‘aggressive, while boys were fourd to be more physiéally than verbally aggressive.

These findings were later interpreted, by others, as showing that girls were
h_igha' than boys in verbal aggression. In r:ality boys showed more verbal and
more physical aggression than did girls (Glickman, 1976).

Another area which is a concern in secondary sources is an inaccurate
attribution of causality. Since sex and race are not variables that can be manip-
ulated or randomly assigned to subjects, studies using race ard se:é as independent |
variables can not conclude that race or sex caused a cha’nge in the dependent
variable. Race and sex may be related to the dependent variable, but causality
mey not be sumed. Other variables related to race ard sex mey be the cause.

For examp. differences in children's play may be caused by the different sex of
the children, their attire,, eébserver stereotype, or the stereotypes of the children
themselves. The study can tell us if differences exist, but not what cansed them.
Unfortunately this distinction is frequently not made ard many reports of research
do assume sex or race causality to say that being male or being Black does cause
samething to happen when,based on the data, all that should be said is that a dif-
ference was fourd (Carpbell, 1979).

Tre major resul: of bias on the gencration of concliusions is that inaccurate
conclusions are drawn arnd incorrect myths, étereotypes, and thecries are per-
petuated. Paraphrasing Welsstein (1969) it is clear that until social expectations
for minority and majority wamen and men are equal, until we provide equal respect
for both sexes of zll races, then answers to questions about minority ard majcrity

women ard men may simply reflect our prejudices.

Jt
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VII. GUIDELINES TO MINIMIZE THE EFFECTS OF RACE AND SEX BIASES ON RESEARCH METHODS

I. Minimizing Bilas in Topic Selection

Issue:

Patterns of funding, priorities of profe. sional organizations,
publishing opportunities, and the existence of biased theorles
have all contributed to a deemphasis on ard devaluing of re-
search for minorities ard women. As a result of this deemphasis
and devaluing there are gaps in our research knowledge. The
existence of these gaps contributes to the development of pro-
grams and services and the making of decisions without an ade-
quate research base.

1. Research topics dealing with minorities and women should
explore relevant non-traditional areas as well as traditional
ones. For example, research on parent-child interaction
should include paternal-child interaction as well as
maternal-child interaction.

[ |

2. BEmphasis should be put on studies of minority "non-deviant”
behavior as well as on studies of "deviant" behavior. For
example, research on minority achievers should be emphasized
as 1s research on minority Juvenile delinquency.

3. Research questions on minorities and women should include
:!nves,tj;gations of causes as well as effects. For example,
work on the relative intelligence of minority and majority
group mrmbers should also include the potential for examin-
ing the effects of biased tests.

4. Theories used as the basis of research studie: should be
e _adned to insure the groups whose behavior they purrort
to explain were considered in the developr .nt and testing
of the theories. .For exarple, theories c. moral develop-
ment, developed on males and generalized to females and males,
are now incorporating new theoretical work on female moral

development.

II. Minimizing Bias in Design

Issue:

Standards:

The lack of knowledge of literature about minorities and wamen
contributed to the design of studies that are incomplete ard
inaccurate. The lack of testing for race and sex differences
and similarities and the interaction of race and sex contribute
to designs that leave gaps in research knowledge.

1. Researchers should determine the validity of independent
variables dealing with race ard sex. For example, classi-
fications of a woman's socio-economic status should be
based on her own status rather than that of her father or

husbard.

2. Researchers should be familiar with the literature that

may assist them in gaining a better lknowledge of the im-
portant characteristics of the potential study subjects
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and shculd use this information in their designs of studies
incorporating variables. For example, knowing that the
presence of an observer changes boys' anti-social behavior
but rot that of girls' has irplications for the design of
studies of sex differences in anti-social behavior.

3. When appropriate, researchers should test for and report
race and sex simllarities and differences and for inter—
actions between race and sex.

III. Minimizing Bias in Sampling

Issue:

Standards:

The large proportion of studies that have been done on single
race and sex samples, the use of different race and sex samples
for different content areas, and the overgeneralization of
results from these studies have all contributed to bias in
sampling. As a result, inaccurate conclusions have been drawn
based on overgeneralizations. Since most of the samples studied
have been White males, minorities and,women must be view=d as
the "deviant", that which either conforfis or deviates from the
norm. Minorities and women have became a special topic to be
studied rather than a sample to be used to study some general
phencmena.

1. Unless there 1s a demonstrable rationale for restricting
the sample to one sex or race, samples should be male and
femaYe,and milti-racizl. For example, studies of aggression
or child rearing should include both sexes and be multi-
racial. A study on breast feeding, on the other hard,
would rave a Justification for including only one sex.

2. Results from studies should not be generalized +o members
of racial and gender groups not represented in -2 sample.

3. Minority and female samples should be used in the develop-
ment and testing of models, not in investigating post hoc
how well they fit existing models devised from White male

sanples.

IV. Minimizing Bias in Measurement

Issue:

Item types, contexts, language, and scoring procedures can
cause tests to be developed which are biased for or against

a specific racial or gender group. This, as well as the biases
of observers, can contribute to inaccurate selection ard in-

accurate study results.and interpretations.

1. If observers are used, attempts should be made to control
for the effect the observers' race ard sex bias can have
on the results. For example, observers can be sensitized
to be aware of the potential effects stereotyped expecta-
tions may have on their ratings.

(WA
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2. Instruments used in research studies should be examined
to insure that they do not systematically favor one racial
or gender group. For example, instruments whose item
contexts deal primarily with scientific, mathematical, or
mechanical areas to the exclusion of contexts in areas
such as humn relations should not be used to assess general
achievement.

3. Researchers should be aware that different value orienta-~
tions and 1ife experience can affect personality test de-
devopment and interpretation. For examole, children giving
Black dolls the lesser choices in areas such as Jobs or
housing may be a reflection of reality rather than low
Black self-concept or individual White racism.

V. Minimizing Bias in the Generation of Conclusions

Issue: Conclusions incorporating unsupported researcher expectations,
urwarranted attributions of .ausality, attributing unexpected
results to unspecified methodological error rather than exam-
ining alternate hypotheses and generating cenclusions on very
small effect sizes, all contribute to inaccurate interpretation
of research results. Inaccuracies can be further perpetuated
in conclusions in secondary sources without the information
about the limitations of the original studies.

Standards: 1. In a post hoc or ex-post facto study, researchers should
not assume that sex or race were causal factors.

2. Researchers should reference their conclusions directly to
the results of the study. For example, if non-significant
differences are found, then these should not be reported
simply as differences.

3. Non-stereotyped as well as stereotyped e >lanations of
results should be explored by researchers. For example,
infant girls' crying response when confronted by a barrier
can be explalned by conclwding that girls give up or by
concluding that the girls are crying to attract attention
and are using an alternative method of problem solving.
Both explanations should be gfven with rationale and sup-

porting evidence.

4. Researchers, using ethnographic techniques, should indi-
cate that the race and sex of the subjects may be changed
to protect their identity.

5. Research information in secondary sources should include,
where appropriate, the statements of limitations fourd in
the original work. In addition, authors of secondary works
should, based on thelr evaluations of the original works,
include cautions ard statements of limitations.

94
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IX. FUTURE DIRECTIONS

Bias does affect researchers and the research that they do. As the preceding
sections have indicated, because of the racism and sexism present in our society
and in researchers who are part of that soclety, research findings can be limited
and inaccurate. As the guidelines j:ndicate, efforts can and are being made to
rectify some of the negativé effects. More work is being dore by people like
Gilligan (1977) to involve multi-ethnic samples of women and men in the develop-
ment and testing of theories. Increasing mumbers of researchers such as McClelland
(1975) are becoming concerned about the negative effects of single-sex, single-
race samples. Research organizations such as the Americad Educational Research
Association are paying increased attention to the need for more and better infor-
mation about populations that include women and minority men.

These changes ard this paper itself are based on the acceptance of a tradi-
tional, statistically—orient;éd model of research. Little has been said about the
role trat blas has played in the development of this model itseif and the ways
that use of the "scientific method" of research has limited the generation of

mowledge.

Increasing numbers of researchers such as Anton (1979) are suggesting that
research needs to be restructured such that the authority of truth rest with the

subject, rot with the researcher's methodology. Meking the subject, rather than
the resezrcher, the source of authority may provide opportunities to give more

information about the complex realities that are the basics of social sclence research.

Much of social science research has been based on the isolation and manipulation
of variables, tending to simplify camplex situations and to generate knowledge
about components rather than the whole (Note 7). Even that knowledge may be

-

limited. As Argyris (1975) stated, "if the experiment 1s designed well, the
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chicice 1s free in the sense that the subject makes it, but inevitable in that the
experimenter designed the experimenp_to minimize other choices." In a more general
way, the soclal scientist adopts a vantage poimt for analysis; with that vantage
point comes an operating context. "Knowledge gained as a result will fit the para-
meters of accepted context and will be useful in those terms. Knowledge that

might have been accrued as a consequxence of adopting a different frame of reference
will not be farthcoming nor will the implicit challenge to that context “hat might
otherwise develop be likely to arise"(Gideonse, 1977).

The context that has been most frequently accepted in research is one which
Carlson (1979) calls "agentic". Agentic inguiry is based on separating, ordering,
quantifying, menipulating, and controlling. She suggests’the need for increased
attenticn to commnal research with its emphasis on naturalistic observation
and the personal participation of the investigator. The human experdence 1s a
subjective one and researchers need to develop strategles to help people talk
about that subjectivity. Aﬁa‘lytic systems are perhaps not the approprlate method
for describing experience (Anton, 1979). Also not appropriate may be the social
science researchers, ultimately unsuccessful, efforts to be objective, to remove
themselves from settings and phenomena thgt are part of their own experilence.
Perhaps social sclence researchers shouid take greater note of the frank recog-
nition of the historian or the anthropologist that the researcher or scholar is
in no way free of the phencmenon of interaction with the data; that in fact inter-
active effects will occur (Note 7). Also from the historian and the novelist,
social scientist researchers can learm about ways to discuss toplcs for which we
have no words, to use metaphors, analogies, and literary passages, which can help
11luminate the human experience.

Developing new models of social science research, which combine the best
of the old and new, that marry qualitative and quantitative methods 1s neither
easy nor Jmpossible. It may be, however, the best hope for social science research.
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